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Abstract Real-time cloth simulation involves many com-
putational challenges to be solved, particularly in the con-
text of haptic applications, where high frame rates are neces-
sary for obtaining a satisfying experience. In this paper, we
present an interactive cloth simulation system that offers a
compromise between a realistic physics-based simulation of
fabrics and a haptic application meeting high requirements
in terms of computation speed. Our system allows the user
to interact with the fabric using two fingers. The required
performance of the system is achieved by introducing an in-
termediate layer responsible for the simulation of the small
part of the surface being in contact with the fingers. Ad-
ditionally we separate the possible contact situations into
different cases, each being individually handled by a spe-
cialised contact algorithm.
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1 Introduction

Virtual Reality has a lot of applications ranging from enter-
tainment to mechanical design and medical training. With
the appearance of virtual worlds where users can interact
via avatars over the Internet (e.g. Second Life), compa-
nies started to promote their products as virtual artifacts—
another emerging application of Virtual Reality. Virtual Re-
ality systems can be categorised by the modalities they sup-
port. In today’s systems the modalities of seeing and hearing
are the most commonly employed ones as these are also the
modalities in which we as human beings mostly exchange
information. They require little effort in terms of energy
transfer, the corresponding sensory receptors are concen-
trated in the retina and the cochlea and can be excited re-
motely with light and sound waves, respectively.

In contrast to seeing and hearing the creation of appro-
priate haptic stimuli demands very sophisticated hardware.
Firstly, the skin with its size of 1.5 to 2 square metres is a
very large organ. Therefore, most haptic devices focus on
a rather small part of the human body—usually the finger-
tip. Secondly, forces cannot be transmitted contact-free with
current technology. Thus haptic devices always need direct
contact with the parts of the skin where the forces are ap-
plied. Thirdly, the amount of energy being transferred is rel-
atively high compared to other modalities; e.g., if one wants
to simulate the lifting of an object with a mass of 500 g the
haptic device has to create a force of approximately 5 N.
All these properties make haptic simulation a complex task
still presenting a lot of problems awaiting a good solution.
But these efforts should result in a richer, more convincing
virtual reality making applications like the promotion of tex-
tiles via the Internet easier.

Although it is sufficient to simulate many objects as
rigid, a lot of applications demand the simulation of de-

mailto:boettcher@welfenlab.de
mailto:allerkam@welfenlab.de
mailto:glockner@welfenlab.de
mailto:few@welfenlab.de


912 G. Böttcher et al.

formable objects, e.g. organs for medical training, elastic
parts like flexible tubes for mechanical design, or cloth
for entertainment. An accurate physical simulation usually
employs complex models that have to be solved numeri-
cally, whereas the real-time demands of Virtual Reality—
especially haptics—require high update rates. A trade-off
between these two requirements is offered in this paper for
the modelling of fabrics. But the approach used here may be
generalised to a larger class of deformable objects.

The work presented here is part of the EU project HAP-
TEX [13]. Its main goal is to develop a virtual reality system
for visuo-haptic interaction with virtual textiles. In addition
to the haptic simulation, our VR system simulates fabrics’
surface properties by tactile stimulation which is also out-
lined here. For a more detailed description of the so-called
tactile rendering, see [1, 18]. The integration of force feed-
back and tactile rendering into a single system is described
in [11].

2 State of the art

While graphical rendering has become quite sophisticated
giving the user a view of objects nearly indistinguishable
from reality, the haptic rendering still faces a lot of prob-
lems [15]. Most of these problems arise due to the bidirec-
tional interaction with the user and his requirements in hav-
ing a realistic impression of touching virtual objects. The
two main omnipresent problems in haptics are the stability
of the force feedback and the short response time of 1 ms.
The latter one is easy to solve by using fast and simple algo-
rithms [20, 26], but these are unsuited as to present a real-
istic simulation of deformable objects to the user. In recent
years, many solutions have been proposed to solve the prob-
lem of response time, i.e. by pre-computing the forces under
deformation [16]. But a more widely used approach espe-
cially for deformable objects was first introduced in [2]. The
author proposes to use a local buffer model to generate the
force outputs for haptic feedback. The local model repro-
duces the behaviour of the object under local deformation
within the contact area. Furthermore, different models have
been presented to simulate deformable objects for haptics,
i.e. linear FEM [7], different meshes for local and global
[25] or pre-computed force functions [14]. The most sophis-
ticated approach in haptic rendering has been proposed by
[9]. The method is based on the Signorini contact problem
commonly used in contact mechanics to model objects in
contact. As a result of the comprehensive treatment of the
contact it requires much computation time and cannot sat-
isfy full haptic real-time requirements. Besides the response
time the other aforementioned issue in haptics is the stability
of the rendering which heavily depends on the device and on
the rendering itself. Analysis of the stability has contributed

Fig. 1 The final demonstrator of the HAPTEX project

to the multirate rendering algorithms guaranteeing the sta-
bility between local and global model running at different
update rates [4, 8].

3 VR-system architecture

The goal of the HAPTEX system is to feature virtual fabrics
that resemble their real counterparts as much as possible.
Therefore a set of real fabrics has been selected and their
physical properties have been measured with the Kawabata
System (see [22]).

The simulated fabrics are square shaped with a side
length of 20 cm. The user can select a fabric from the
property database which is then simulated hanging from a
stand (see Fig. 1). The user can touch the virtual fabric with
his thumb and index finger. The fabric can be squeezed,
stretched, rubbed and lifted.

During the interaction with the fabric the position of
the user’s fingers and the shape of the fabric change. Both
changes are considered by the contact model that computes
the forces affecting the finger and the fabric. The aforemen-
tioned interaction is called the haptic loop. Here a problem
becomes evident: to create a convincing illusion and to avoid
stability problems the system needs to react to the user’s mo-
tion within one millisecond, which is not possible involving
the slower simulation of the fabric. However, note that the
haptic interaction loop can also be seen as two loops: the
one between the user and the contact model, and the other
between the simulation and the contact model. This view
led to the solution described in Sect. 4, which employs a
dual-layer approach to allow the two loops to run at differ-
ent speeds.

In the following sections we describe the hardware that
allows the user to interact with the system (Sect. 3.1) and
the simulation of the fabric (Sect. 3.2). Later on, in Sect. 5,
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several aspects of the contact are treated. There we describe
the solution chosen for the HAPTEX project.

3.1 System hardware

The GRAB device is a force-feedback device consisting
of two identical and independent robotic manipulators (see
Fig. 1), each having the base link fixed to the desktop and
the end-effector (contact part) attached to the palmar sur-
face of the user’s thumb or index fingertips. Each manipu-
lator measures the absolute position and orientation of the
contact part. These are used by the haptic renderer to com-
pute an appropriate force. The manipulator is able to gen-
erate this force on the contact part within a workspace of
400 mm in width, 300 mm in height and 200 mm in depth.
The workspaces of both manipulators overlap, so that only
300 mm width is reachable with both fingers. The resolution
of the position sensors is 0.032 mm in axial direction and
1.26 × 10−4 radians in other directions. In the region cov-
ered by the textile this results in a worst-case resolution of
0.11 mm.

Force errors are limited in a range of about +/−10 g
(0.1 N). The device can exert peak forces up to 20 N while
continuous force output is possible up to 6 N (in the cen-
tre of the workspace). The device was initially developed
in another project to provide blind people’s access to virtual
three-dimensional scenes. For this project both manipulators
have been extended with a gimbal and a three-dimensional
force sensor. The gimbal is responsible for allowing and
measuring the rotation of the user’s finger. These are pas-
sive elements, so no torque can be applied to the finger. The
force sensor has been placed directly at the end-effector and
has been developed especially for the space requirements in
this project. The control loop tries to match the measured
force to the desired force and can thus achieve smaller force
errors than without this feedback.

The control loop for the force-feedback device runs on
a separate computer at a rate of about 5 kHz. A standard
Ethernet connection provides the link to the main computer.
Given a low network latency, the UDP based protocol could
in theory allow remote application usage. The modification
to the GRAB and a detailed analysis of the behaviour and
the control loop is presented in [5].

For the tactile simulation of surface texture, 24 vibrating
actuator pins are arranged in 6 × 4 grid with a spacing of
2 mm. These pins are attached to the force plate such that the
mechanoreceptors in the ventral part of the thumb or index
finger can be excited by the vibrations. For each contactor
pin the amplitude of the vibration at 40 and 320 Hz can be
controlled separately. For the technical details of the tactile
display we refer to [1] and [11].

3.2 Textile simulation method

The simulation of the fabric has to ensure that the mechanics
are modelled appropriately while keeping the computational
costs low to reach real-time requirements. For the simulation
of large-scale deformations it is necessary to use a nonlin-
ear model to reflect the behaviour of textiles correctly. At
the global level we therefore use the textile simulation li-
brary from [23], which uses spline curves to reproduce this
nonlinear strain–stress relationship according to real mea-
surements.

We analysed different approaches [3, 10, 12, 23] to re-
alise a local model, but finally stuck to using the same library
as for the large-scale model with adapted parameters for
achieving higher speeds. This approach ensures good transi-
tions between the models while having sufficient flexibility
in contact formulations due to its moderate computational
demands. Therefore, we are able to increase the complexity
of our contact model ensuring the precision we need to drive
the haptic interfaces.

3.2.1 Local mesh topology

The textile is discretised using particles that incorporate the
physical properties of the surface. The surface topology it-
self is stored in a triangle surface defining relationships be-
tween the particles. Calculating contact forces involves al-
gorithms that need to refer from one element of the mesh
to adjacent elements. The computation of these parameters
without efficient data structure for the different kinds of geo-
metric queries can be costly. Thus, we decided to use a half-
edge data structure [6] which is well suited for such queries.

3.2.2 Force computation

In the particle system the occurring forces in the deforma-
tion of the textile in each triangle are evaluated by looking at
the change of the unit warp and weft vectors. Afterwards, the
forces are integrated over the triangle and distributed among
the particles.

Stretch/tensile force The stretch forces are measured by
the elongation in warp and weft directions. For the simu-
lation of these forces we have to know the elongation of the
unit warp and weft vectors, which define the rest state, at
each point. Assuming the stretch is constant over a triangle
leads to a single computation for warp and weft directions.

Shear forces Deformations resulting in a change from the
initial orthogonality between warp and weft vectors to a dif-
ferent angle create shear forces. These forces measured by
the Kawabata System are determined by the inner angle be-
tween warp and weft directions. Therefore, the scalar prod-
uct of the warp and weft vectors is computed and used as an
estimate for the shear strain.
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Bend forces Forces generated by bending are important for
folding behaviour. The simulation library allows to create
elements that calculate forces as weighted sums of particle
positions. These are used to implement the bending model
described in [24].

Damping forces All aforementioned internal forces result
from the absolute position of the textile. But it is also im-
portant to incorporate forces which relate to the movement.
These damping forces have to be considered not only for
modelling the energy dissipation during the deformation,
but also for the stability of the simulation which would
otherwise cause the simulation to oscillate. The damping
forces are counteracting to stretch, shear and bend motion.
As each case is independent, the impact of damping is com-
puted separately. Additional external viscous and higher or-
der velocity-dependent damping forces are introduced to
further stabilise the calculations and simulate an equivalent
of air drag.

4 Dual-layer approach

Achieving a convincing virtual textile simulation requires
a good compromise between the need for accuracy in the
material representation and the need for speed for obtain-
ing simulation frame rates compatible with real-time percep-
tion. These factors have to be considered both in the visual
and the haptic fields. However, the graphics rendering loop
has different requirements compared to the haptic render-
ing loop in terms of refresh frequencies. While in graphics
a refresh rate of 30 Hz is quite acceptable, in haptics de-
pending on the stiffness of the simulated object a response
frequency of at least 500–1000 Hz is needed to ensure sta-
ble interaction. A dedicated structure has therefore been de-
fined for adapting the different frame rates required by the
mechanical simulation and the haptic rendering computa-
tions. Hence, two separate computation threads were imple-
mented: The first is a low-frequency thread for dealing with
the complex large-scale simulation of the whole cloth sur-
face. This is an accurate particle system representation inte-
grated with state-of-the-art numerical methods for achieving
quantitative accuracy of the nonlinear anisotropic behaviour
of cloth in real-time. The second is a high-frequency thread
for computing the local data necessary for haptic rendering
and for accurately sending haptic forces back to mechanical
simulation.

The force-feedback thread is created by the driver of the
GRAB device. A high resolution timer guarantees a reliable
frame rate of 1 kHz. The connection between the haptic ren-
derer and the driver is formed by a call-back, which receives
the position and orientation of the contact parts of both ro-
botic manipulators and sends appropriate forces back to the
driver.

Maintaining the update rate in the high-frequency thread
requires that we restrict ourselves to a small section of the
surface for physically accurate interactions. The motion area
is well defined by the position of the cursor and its limited
velocity. Hence, we can define a proximity region given by
a bounding sphere restricting the volume where the cursor
and the surface may possibly have contact. By narrowing our
local consideration and calculations to be performed in the
haptic loop to the parts of the surface in the bounding sphere
allows us to reduce our computation effort to a minimum.
This so-called local geometry is used for our simulation in
the high-frequency thread.

Due to the small deformations occurring in a time frame
of milliseconds, simpler algorithms can be used to model the
local geometry without losing much accuracy compared to
the physically precise mechanical model.

To prevent the local geometry, i.e. the small section of the
surface in contact with the haptic cursor, from diverging too
far from the main mechanical simulation, we assume con-
stant position at its border. This is achieved by disregarding
internal and external forces on the border in the local sim-
ulation. External forces, including the forces on the local
border, are accumulated and later on applied to the global
model.

The flow of data within the haptic rendering is depicted in
Fig. 2. The architecture of the renderer is conceived to func-
tionally separate the stages in the haptic interaction. Apart
from performance gains on multi-core systems the modular
design allows to work independently on different parts rele-
vant for the complete integration of all hard- and soft-ware
components provided by the partners of HAPTEX.

Figure 3 depicts the chronological order of events in
the communication between the components. In the ini-
tial stage, all threads are running at their dedicated up-
date rate. The force-feedback thread is constantly fetching
new positions from the force-feedback device. These po-
sitions are processed to predict the user’s motion and to
estimate the next position. At the same time, the (global)
textile simulation thread is computing the deformations of
the global model caused only by gravity, while the lo-
cal simulation thread awaits new local geometries to sim-
ulate.

At each simulation step of the global thread, it receives
fingertip dimensions, the current position and the predicted
position. The global thread analyses its underlying mesh
for potential collisions with the fingertip for the next time
step. These parts are sent to the local thread to be re-
fined and introduced into the local simulation. Afterwards,
both simulation threads continue to run according to their
data.

With the newly added local mesh, the local thread checks
if a collision has taken place in-between the last two lo-
cal simulation time steps. In case of a contact the occurring
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Fig. 2 Threads of the HAPTEX
system

Fig. 3 Sequential order of
communication

deformation of the local part of the textile is computed ac-
cording to the fingertip model being used. The forces at the
fingertip generated during the contact are sent to the force-
feedback thread. When the next global time step is reached
the changed geometry of the local mesh and the present
forces in the local simulation are transferred to the global
model.

5 Contact rendering

It is certainly desirable to express all possible contact states
within a single contact model. However, real-time demands
and stability issues dictate the use of several contact models
specialised in different contact states.

Table 1 lists the possible contact states. The fabric is in
contact either with zero, one or two fingers. The model of the
system also depends on whether the fingers touch each other
or not. Note that “touch” is also used in this context if there
is a fabric between the fingers, i.e. the fabric is squeezed by
the two fingers. The third property determining the contact

Table 1 Possible contact states

Fingers touch No Yes

Friction Static Dynamic Static Dynamic

No textile contact I II III

One contact point IV V – –

Two contact points VI VII VIII IX

state is the kind of friction to be used, i.e. whether friction is
static or dynamic.

When there is no contact at all, i.e. the fingers neither
touch each other nor touch the fabric, friction certainly does
not occur. Therefore the contact state is independent of the
kind of friction in this case.

In the HAPTEX system the index finger is always as-
sumed to be in contact with the back side of the fabric
only when the thumb’s contact is restricted to the front
side. Furthermore, the mechanical setup restricts the con-
tact between the fingers to the palmar part of the finger-
tip.
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The different contact states shown in Table 1 can be ex-
pressed with the models which are described in the follow-
ing sections. Later on, in Sect. 5.5, the tactile rendering of
surface properties is outlined.

5.1 Contact state I: zero force

In this contact state the fingers neither touch each other nor
touch the fabric. As a consequence, no contact forces occur.
The implementation of this contact model is very simple as
it always returns a contact force of 0 N.

5.2 Contact states II and III

These states define the rendering of the contact force of the
two fingers when no textile is in-between. The Coulomb
friction model is chosen to determine the (friction) states
of the haptic response when the fingers are moved against
each other. By observing the movement of the index fin-
ger in the reference frame of the thumb, we can apply the
proxy model [26] (the concept of which is explained in more
detail in Sect. 5.3) since we have only one finger moving
whereas the other is fixed. Note that it makes no difference
which finger is chosen as frame of reference because the
force will act on both fingers and change its sign only. In
case of an intersection of the two fingers the proxy is placed
on the thumb surface in relation to the touching point of the
fingers. The penetration depth d is used for computing the
normal force. In [17] an exponential function based on the
instantaneous elastic response of fingertip tissue was sug-
gested. It was evaluated to describe the normal force FN ,
but caused instabilities in our system. On the other hand,
the stiffness of the finger is already included in the sys-
tem by the real fingers being inside the thimbles. There-
fore, an infinite stiffness would be needed at this point. As a
compromise between stability and realism, we used a lin-
ear spring with an experimentally determined stiffness of
1.25 N/mm.

We also need to address the tangential friction due to
the movement of the fingers against each other. A poten-
tial next proxy position is given by the device at a new
time step and the aforementioned positioning rule. Based
on the distance �x between both proxy positions, the tan-
gential force FT is estimated by a spring with an artificial
stiffness parameter. Together with the obtained normal force
and the static friction coefficient μs , the stick–slip condi-
tion

FT ≤ μsF
N

is then checked to determine the proxy movement. If the
condition holds, the proxy remains on the actual posi-
tion and the combined forces FN , FT are sent to both
fingers. Otherwise the proxy is moved towards the next

Fig. 4 Correspondence of mesh particles to the inverted proxies

proxy position to fulfil the condition and the tangen-
tial force is recomputed according to the dynamic fric-
tion.

5.3 Contact states IV, V, VI and VII: V-proxy

For dealing with contact situations in haptic interactions,
an abstract object called God-object, or Proxy, was intro-
duced by [26]. It is a point-like object unable to penetrate
other objects. It therefore follows, in contrast to the position
of the force-feedback device, the physical laws defined in
our virtual environment. Thus the proxy follows the force-
feedback device, as long as the user’s movement does not
intersect an object. However, in the contact states we ad-
dress here, the finger touches the fabric whereas the proxy
is set on the object’s surface and a virtual spring is placed
between the force-feedback device’s position and the proxy.
By moving the proxy on the surface to the point with the
shortest distance from the device’s position the spring’s po-
tential energy will be minimised. An extension of the al-
gorithm was made in [20] and [19] to support contact ren-
dering with arbitrarily shaped proxies. Obstacles and colli-
sions are observed within a so-called configuration space.
The configuration space is defined as the space of possible
positions the proxy may attain, possibly subject to external
constraints. Instead of looking for a valid position on the ob-
stacle, a position on the border of the configuration space is
chosen.

Our model additionally uses an inverted proxy model,
where each mesh particle has a proxy that cannot penetrate
the finger and thus sticks to its surface. At first a proxy for
the finger is calculated by the common model that is then
used to find the particles that should be forced onto the fin-
ger. Springs are used to connect these particles xi to their
corresponding point xE

i on the finger surface (see Fig. 4).
The force resultant of the force-feedback device is computed
by

Fd =
∑

i

ki

(
xi − xE

i

)
.
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Fig. 5 Computation of force components for each proxy

For friction modelling, the movement of the spring ends
on the finger is controlled as follows. To distinguish between
static and kinetic friction, we take the spring length as the
normal force FN

i and place a curved spring between the pre-
vious end and the new desired end on the surface of the fin-
ger to model the tangential force FT

i . If the forces satisfy the
stick condition equation as seen below, we use static friction
for this mesh particle:

FT
i < μSFN

i .

If this condition holds, the spring end is constrained to the
old position. Otherwise we need to satisfy the equation for
dynamic friction by placing the end xE

i at the correct posi-
tion between the old and the desired position on the curved
surface (see Fig. 5).

5.4 Contact states VIII and IX: two-finger model

These contact states deal with the two-finger textile con-
tact. In the previous section we have applied a finger con-
tact model based on the virtual proxy model, but for this
specific case of having the textile between the fingers the
proxy model is unsuitable. This is mainly due to the al-
gorithm finding the local minimum of the distance be-
tween proxy and the haptic device position. If we have
a situation of the proxies lying on opposite sides of the
hanging textile, a slight movement in a direction normal
to the textile can cause the proxies to move around each
other. Experiments showed that this unwanted movement
is a result of the deformation caused by the correspond-
ing proxy in the movement direction. The pushing finger
will increase the curvature at the contact point and pro-
duce a focal point near the surface leading to an unsta-
ble solution in the minimal distance search for the other
proxy.

For that reason we created a more stable approach en-
forcing the fingertips to remain at the contact in the follow-
ing way: Firstly, reaching the state of the two-finger model

Fig. 6 Handling of textile nodes with two-finger contact

requires one or a set of collision points on the textile which
are common to both fingers. These are equally distributed
points on the part of the textile that should be in the inter-
secting area of the fingers. Their number is proportional to
the intersecting area and larger than the number of particles
in the area to achieve smoother friction. These points are
treated solely by this model and are disregarded by the pre-
vious models. We assume the contact surface of both fin-
gers to be planar with respect to the finger deformation.
This induces a shared frame of reference for a 3D coordi-
nate system with the line connecting the centres of the two
fingers and its perpendicular bisectors as axes. According
to the orientation of the fingers the colliding points are pro-
jected onto the plane as illustrated in Fig. 6. The desired
position of the textile points results in this projection for
every update of the haptic device. In the initial state we as-
sume the points to be in static contact. Consequently, we
keep the initial positions in the local frame of reference
to define the new positions upon the haptic update. As in
Sect. 5.3, the distance between ideal and actual positions
of each textile point is related to the force applied using a
linear spring. By doing so, we force each vertex of the tex-
tile mesh inside the two-finger collision area to move to-
wards the contact plane defined by the current finger posi-
tions.

Friction is calculated similarly to the single-finger con-
tact by using a model where we change the ideal posi-
tion of a point according to the equation of its friction
state. Points outside the intersecting area of the fingers are
thought to cause negligible friction and are simply forced
outside the finger. This special treatment of particles out-
side the intersection makes it possible to fold the textile
over one finger while having it tightly grasped with both
fingers, and guarantees a smooth transition to single-finger
contact.

5.5 Tactile rendering

The tactile renderer needs two ingredients to work prop-
erly: a computer representation of a fabric and the trajec-
tory of the fingertip on the fabrics surface. Figure 7 gives
an overview of the tactile rendering. Before any rendering
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Fig. 7 Overview of the tactile rendering

can be done, the real fabric has to be converted into a vir-
tual tactile fabric. Unlike the real-time rendering, this pre-
processing is not time-critical. Thus it is desirable to use
as much pre-computation as possible to speed up the time-
critical rendering. The pre-processing is described in more
detail in [18].

Vibrotaction, the response of the mechanoreceptors to
varying forces on the skin, plays an important role in the
perception of fine surface textures. Therefore, we compute
the vibrations occurring in the fingertip while moving along
the trajectory. These are decomposed in only two basic fre-
quencies intended to directly stimulate the Pacinian and non-
Pacinian receptors. We describe this process in more detail
in [1].

6 System evaluation

The evaluation of the proposed model is required to ensure
that all relevant features are transmitted by the system al-
lowing the user to assess the mechanical properties of the
hanging fabric. For the visual perception the most important
feature is the dynamic behaviour of the textile, whereas it
is the static behaviour for the haptic perception. As to ver-
ify the correct transmission of forces between the models
in the static case, we compared the simulation with the real
deformation of a hanging fabric. The test setup consisted
of a fixed fabric with dimensions of 20 × 38 cm, as seen
in Fig. 8. The simulated fabric is made up of 448 trian-
gles. We applied a constant force at the bottom of the fabric
and measured the elongation in the force direction. More-
over, we varied the force from 0.4 N up to 2.4 N to de-
termine the deviation of the model. As the result we got a
maximal error of 4 mm at 2.4 N in the simulation which
is smaller than 1% of the total length of the stretched tex-
tile.

At the next step, we verified the contact forces that are
sent to the haptic device. We did this by defining a fixed
movement of the fingers reproducing the grasp and stretch.

Fig. 8 Comparison between real and simulated deformations during
contact

Fig. 9 Artificial user testing a fabric with friction μs = 0.4 and
μd = 0.2; FT /FN on ordinate, time in ms on abscissa

Fig. 10 Artificial user testing tensility; FT on ordinate, elongation in
meter on abscissa

We were able to observe the transitions between the fric-
tion states (Fig. 9) and the nonlinear strain–stress functions
(Fig. 10).

A more thorough evaluation compared the subjective feel
of real-world textiles to the one of the simulated textiles.
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Fig. 11 Reference samples 1 (top row) and 5 (bottom row) for tensility
(left) and bending (right)

A set of five textiles had to be rated in the range 1–5 for
the four properties: tensility, roughness, friction, and bend-
ing. For each property two other textiles, called reference 1
and reference 5, were provided to define the scale. Two sub-
jects (A, B) performed the test on real textiles; the two other
(C, D) on the HAPTEX system. The tests on the virtual tex-
tiles were performed twice by each person. While the tests
on the textiles were supposed to be performed blindfold,
it proved to be too difficult to do this with the simulator.
Therefore, the user was allowed to see a coarse wireframe
model of the textile. Consequently, the tensile and bend-
ing tests were performed with vision on the real textiles as
well.

The results of the evaluation were analysed by calculat-
ing the correlation of two successive runs of the same sub-
ject (“repeatability”), the correlation of the results of C and
D (“consistency”) and the correlation of the mean ratings
of A and D with the mean ratings of C and D (“realism”).
Tensility and roughness gave the best results with a correla-
tion coefficient of at least 0.9 for repeatability, consistency
and realism. Friction had a realism coefficient of 0.93, al-
though its repeatability correlation coefficient was on av-
erage about 0.66. Unfortunately, bending showed no real
correlation, giving coefficients as low as 0.07 for succes-
sive runs with the same subject. The reason for the latter
was that with the haptic feedback being unable to repre-
sent the small forces resulting from bending, the user had
to rely on what one could see to rate the bending property.
However, rating the bending property by visual assessment
was most likely impaired by the coarseness of the mesh

not giving enough hints to the user. For complete results,
see [21].

7 Conclusion

Haptic interaction with deformable physical objects poses
many interesting challenges. Due to conflicting require-
ments in terms of physical accuracy and computation speed,
a compromise has to be found. In this paper, we presented
our approach by and large satisfying both requirements. The
idea is to introduce an intermediate layer simulating the part
of the deformable object that is in contact with the user.
In this way we can accurately model the mechanics of the
contact in real-time while still considering the global be-
haviour of the deformable object. The solution presented in
this paper is tailored to the interaction with virtual fabrics
but may be generalised to a larger class of deformable ob-
jects.

Unlike many other haptic rendering systems, our renderer
allows for more than one-finger contact interaction; namely,
with the user’s thumb and index finger in contact situation.
We handled the resulting complexity of the contact situation
by dividing the problem into several cases treated by differ-
ent algorithms, making good use of the computation power
available. Our hybrid approach of using the proxy philos-
ophy in combination with an inverted formulation allowed
us to distribute the contact force more precisely. Further-
more, we are convinced that our algorithms can easily be
extended to support an arbitrary number of fingers in con-
tact. In simulations the system proved to be physically ac-
curate and stable. Finally, a subjective evaluation showed
that our VR system was able to reproduce the strong as-
pects of the physical interaction with textiles. Especially
the combination with tactile feedback gave promising re-
sults.

7.1 General perspective

On a general level the system at hand requires a descrip-
tion of the energy transfer between parts of the deformable
objects and between the deformable object and the human
user (see Fig. 12). Typically, this energy exchange takes
place and becomes visible via the boundary surfaces (e.g.
via their deformation) of the 3D objects being involved, sug-
gesting the development of appropriate boundary models of
the respective objects mimicking the physics of 3D volumet-
ric objects. The transmission of energy defining the phys-
ical process becomes visible and measurable via physical
signals displaying changes of the physical states of the re-
spective objects. Some of the physical signals result in “bi-
ological signals” in the human user involved in the inter-
action with deformable objects. To some extent the afore-
mentioned biological signals create “perceivable signals”,
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Fig. 12 Overview of the issues
and problems involved in a
systematic treatment of haptic
rendering

e.g., needed by humans to control the interaction with ob-
jects (see Fig. 12). At this point, two key problems become
important. In order to create a realistic haptic/tactile illu-
sion by our VR-system, we have to find simplified mod-
els telling what physical or biological signals create equiv-
alently perceived signals or illusions. Examples for the lat-
ter are presented by the RGB-, CMY-, CIE-colour models
describing different physical signals creating equivalently
perceived colours. Other examples for this are also given
by our recent research (see [1]) on tactile colours mod-
elling different vibrations causing equivalent perceptions of
roughness. Furthermore, it is well known that in acoustic
data compression psychoacoustic models are used to de-
scribe simplified acoustic signals being perceived as equiva-
lent to more complicated acoustic signals. The other way,
we must also deal with the inverse problem: to find out
when and under what conditions can our perception dis-
tinguish physically different (multimodal) signals and at-
tribute them to different, e.g. haptic, tactile, visual, features?
Therefore the latter problem may be viewed as the task to
model some basic cognitive capabilities of our haptic/tactile
perception. The work presented in this paper may be seen
as initialising a special instance of this general perspec-
tive.
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